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Background

3D stacking has enabled systems with asymmetric memory hierarchies Private Caches
Shared LLC

Deep hierarchy: Conventional multi-core DRAM
processors with multi-level cache hierarchy Dies

Logic

Shallow hierarchy: Near-data processing cores ]
ayer

with shallow hierarchies using few cache levels
between cores and memories NDP Core

_ Vault Controller Conventional Multicores
Private Cache [ISCA’15, PACT’15, ISCA’16, ASPLOS 18]

Scheduling Applications to the Right Hierarchy is Challenging

Challenge 1: Apps have different preferences Challenge 2: Preferences Challenge 3: Preferences change when
200 change over time LLC capacity is contented

Best dynamic scheduler . . . .
with oracle information .
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AMS: Adaptive Scheduling for Asymmetric Memory Systems

Insight: Modeling a thread’s preferences to Contribution 1: Analytical model to account for asymmetries
different hierarchies bears a strong resemblance [\ Misscume | Latency curve model i Nopeore
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Contribution 2: Two thread placement algorithms that extend
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1. Methodology: 3. Multi-threaded results
8-core processor die; 3-level deep hierarchy with 16MB shared LLC AMS also handles multithreaded workloads
4 NDP stacks; 2 cores per stack; 2-level private-cache-only shallow hierarchy under asymmetric hierarchies, improving gmean
2. Multi-programmed results performance by 22% over the Random baseline
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